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Abstract—With the ever-increasing sophistication and volume of cyber-attacks, there is a critical need for effective intrusion Detection Sys-

tems (IDS) to protect computer networks. Machine Learning (ML) offers powerful tools for IDSby automatically identifying patterns ofmalicious

behavior. This research proposal aims to evaluate and compare the performance of several supervisedML algorithms for network threat detec-

tion using the CICIDS 2023 dataset. This paper focuses onwidely-used classi􀅮iers – Logistic Regression, Support Vector Machine (SVM), Random

Forest, eXtreme Gradient Boosting (XGBoost), and k-Nearest Neighbors (KNN) – applied to both binary (benign vs. attack) andmulti-class (mul-

tiple attack types) classi􀅮ication tasks. This paper outlines a methodology for data preprocessing, model training, and performance evaluation

using metrics like accuracy, precision, recall, and F1-score. By leveraging the comprehensive CICIDS 2023 intrusion dataset, which includes 33

modern attack scenarios across seven categories, this paper expects to gain insights into the relative strengths of each ML approach in detect-

ing diverse cyber threats. The anticipated outcome is an identi􀅮ication of which algorithms (or combination thereof) are most promising for

intrusion detection in contemporary network environments, guiding future developments of intelligent IDS. This proposal details the problem

motivation, related work, planned methodology, and expected results, establishing a foundation for a thorough experimental study.

Index Terms— Intrusion detection, Machine learning, Supervised learning, Cybersecurity, Network security, CICIDS 2023, Comparative analy-

sis
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I. INTRODUCTION

Cybersecurity attacks are escalating in both volume and sophistication.

According to the National Oceanic and Atmospheric Administration

(NOAA) and industry estimates, the global 􀅫inancial damage caused by cy-

bercrime almanac [1]. Since 2023, cyber-attacks have cost more than $8

trillion, and Distributed Denial of Service (DDoS), ransomware, and data

ex􀅫iltration are revealed to be among the top threats. Recognizing the need

for more robust and responsive threat detection among organizations in

critical infrastructure, 􀅫inance, and healthcare sectors, to name but a few

has suffered signi􀅫icant disruptions.

IntrusionDetection Systems (IDS) are important securitymechanisms

to monitor network traf􀅫ic, host behavior, or a combination of these to

detect violations of unauthorized access, abuse, or policy [2, 3]. Tradi-

tional IDS technologies based on signature-based (looking for a given at-

tack pattern) and anomaly-based (identifying any anomaly in traf􀅫ic) tech-

niques have limitations. However, signature-based methods are not effec-

tive as these attacks are not caught (zero-day or obfuscated attacks), and

anomaly-based methods have a high rate of false positives [4].

Now, Machine Learning (ML) has come as a powerful approach by

which it learns and can specialize in the patterns from the existing labeled

set and generalize to a new, unknown threat [5]. ML-based IDS can iden-

tify patterns that are nonlinear nor complex, as well as dynamically clas-

sify traf􀅫ic as malicious or benign [6, 7]. However, most of the existing

ML-based IDS solutions rely on outdated datasets (e.g., KDD'99, NSL-KDD)

trained on which do not adequately cover the complexity and diversity of

modern attack vectors, especially in the IoT space[8, 9].

In this research, the problem of selecting and evaluating supervised

ML algorithms for IDS using contemporary and realistic data is addressed.

The scope of thiswork is to study classicalMLmodels (Logistic Regression,

Support Vector Machine (SVM), Random Forest, XGBoost, and k-Nearest

Neighbors) empirically on the recently released CICIDS 2023 dataset [10,

11] and 􀅫ill up a critical gap in the literature. The capture of the dataset

took place in a large-scale IoT network testbed to provide a realistic and

large-scale platform where IDS can be benchmarked.

To 􀅫ill this gap, this paper seeks to explore both binary andmulti-class

classi􀅫ication (tellingwhether an attack happened or one of several known

attack types). The hypothesis of this paper is that the ensemble models,
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Random Forest, and XGBoost, will have better detection accuracy and ro-

bustness to different attacks overmore simple algorithmswhen applied to

multi-class settings. This paper will also assess how the tradeoff between

model performance and computational ef􀅫iciency will lead to the selection

of which algorithms are appropriate for real-time execution.

This paper aims to recommend the most productive and viable next-

generation IDS solutions to a thorough evaluation of these ML algorithms

on the CICIDS 2023 dataset. The contributions of this work will facilitate

the construction of future cybersecurity systems systems that are data-

driven, scalable, and ef􀅫icient in nature.

II. RELATEDWORK

In recent years, Machine Learning (ML) has been applied to intrusion de-

tection systems (IDS) and attracted great attention [12]. However, due

to their ability to generalize and detect unseen attacks, traditional ap-

proaches such as signature and anomaly based, are being replaced or com-

plemented by such ML models. Nevertheless, most of the initial effort as-

sociated with the study of ML based IDS has been predicated upon aging

quality indictors such as KDD’99 and NSL KDD [13] that do not conform

with the variety of modern cyber threats.

More recently, there is practical incentive to use more realistic data

sets. For example, Decision Trees, Random Forest, and Support Vector

Machines have been evaluated comparatively on UNSW-NB15 in [5]. The

study veri􀅫ies that ensemble methods, most mostly Random Forest, con-

sistently worked to reach high accuracy. Nevertheless, computational ef􀅫i-

ciency and interpretability were not considered.

[14] introduced the CICIoT2023 dataset to simulate large-scale at-

tacks in IoT environments. Their baseline evaluation demonstrated that

classical ML models, particularly Random Forest and simple neural net-

works, provided competitive results in terms of F1-score. While the

dataset offered improved realism, the study focused solely on classi􀅫ication

accuracy, excluding practical concerns like latency, model size, or explain

ability.

[15] proposed a lightweight two-tier IDS architecture designed for

smart home IoT environments. The approach achieved promising results

by balancing edge-level detection with cloud-level validation. Neverthe-

less, the evaluation lacked an analysis of resource consumption and did

not incorporate model interpretability metrics.

Comprehensive reviews suchas thoseby [16] and [17] emphasized the

tradeoffs between classical machine learning and deep learning in intru-

sion detection. While deep learning methods often yield higher accuracy,

they typically involve greater computational cost and lower transparency,

which can limit their suitability in real-time or resource-constrained de-

ployments.

[18] addressed detection performance through a feature selectionen-

hanced ensemble learning model. Their implementation of Recursive Fea-

ture Elimination (RFE) led to improvements in detection accuracy and gen-

eralization. However, the study did not evaluate the interpretability of the

models or analyze inference time, both of which are critical factors in real-

world IDS deployment.

Although the cited works provide valuable insights into ML-based IDS

design, most of them focus narrowly on detection metrics. There remains

a lack of research that integrates classi􀅫ication performance with opera-

tional feasibility, such as inference speed, memory footprint, and model

transparency. The present study addresses this gap by evaluating multi-

ple classical ML algorithms on a recent benchmark dataset with a focus on

explainability and real-time deployability.

III. METHODOLOGY

This section outlines the dataset used, data preprocessing steps, machine

learning models selected for evaluation, the explainability approach, and

the formulation of the Real-Time Suitability Score (RTSS), which is intro-

duced to assess deployment feasibility alongside detection performance.

A. Dataset description

All evaluations are based on the CICIDS 2023 dataset, which was created

by the Canadian Institute for Cybersecurity. It contains more than 100 de-

vices and a 'realistic mix' of IoT and non-IoT devices in a simulated, realis-

tic network environment. Benign traf􀅫ic and 33 types of different attacks

are grouped into seven categories, namely Distributed Denial of Service

(DDoS), Denial of Service (DoS), Reconnaissance, Brute Force, Web Based,

Spoo􀅫ing, and Mirai attacks [6]. The 􀅫lows in the dataset are labeled, and

each instance has about 47 features, including packet level statistics, 􀅫low

behavior, and protocol-speci􀅫ic attributes, and the number of labels over

50 million.

B. Data preprocessing

Prior to model training, standard data preprocessing procedures are ap-

plied. First, duplicate and null values are removed. All continuous fea-

tures are scaled usingmin-max normalization to improve learning stability

for algorithms sensitive to featuremagnitudes, such as Support VectorMa-

chines (SVM) and K-nearest Neighbors (KNN). Categorical features in the

dataset, includingprotocol and 􀅫lag indicators, are already encodednumer-

ically, so no additional encoding is necessary.

To manage class imbalance—particularly in the multi-class classi􀅫ica-

tion task—strati􀅫ied sampling is used during data partitioning to main-

tain representative distributions across training and testing subsets. The

dataset is split into 80% training and20% testing partitions. Feature selec-

tion is guided by correlation analysis and variance thresholding to remove

highly collinear or uninformative features.

C. Machine learning algorithms

Five classical supervised learning algorithms are selected based on their

widespreaduse in intrusiondetection literature and their balancebetween

complexity and interpretability:

1) Logistic Regression (LR)

A linear model used as a baseline for binary and multi-class classi􀅫ication,

incorporating L2 regularization to mitigate over􀅫itting.

2) Support Vector Machine (SVM)

Implemented with the radial basis function (RBF) kernel to capture non-

linear decision boundaries.

3) Random Forest (RF)

An ensemble of decision trees trained using bootstrap aggregation, known

for robustness in high-dimensional spaces.

4) XGBoost

A gradient-boosting framework that builds decision trees sequentially, op-

timizing for performance through iterative error minimization.
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5) K-Nearest Neighbors (KNN)

A non-parametric method that classi􀅫ies based on proximity to labeled in-

stances, with distance computed in normalized feature space.

All models are implemented using scikit-learn and XGBoost libraries

in Python. Hyperparameter tuning is performed via grid searchwith 5-fold

cross-validation, using the F1-score as the primary selection criterion.

6) Explainability via SHAP

With the purpose of increasing the interpretability, SHapley Additive ex-

Planations (SHAP) are used to quantify the contribution that each feature

makes to the output of the trainedmodels [19]. The SHAP values are global

and local explanations that explain themost important features for various

attack types. Such is especially crucial in operational settingswheremodel

transparence and responsibility matter [20].

7) Real-Time Suitability Score (RTSS)

This paper introduces RTSS or Real-Time Suitability Score to assess de-

ployment feasibility through a combined measure. RTSS represents how

detection system performance relates to resource consumption rates. It is

de􀅫ined as:

F1-score

RTSS = (1) Inference Time (ms) × Model Size (MB)

Since imbalanced datasets require a performance metric with robust

properties, the F1-score has been chosen. The research calculates infer-

ence time for each 1,000 test samples. Model size equals the total memory

consumption of a serializedmodel expressed inmegabytes. RTSS serves as

a useful tool that makes model selection more practical for real-time and

edge deployments.

IV. RESULTS AND DISCUSSION

Five machine learning classi􀅫iers namely Logistic Regression (LR), Sup-

port Vector Machine (SVM), Random Forest (RF), XGBoost (XGB) as well

as k-Nearest Neighbors (KNN) were evaluated on the cleaned CICIoT2023

dataset. This paper evaluated the system performance by analyzing accu-

racy in combination with precision, recall, F1-score, inference time, model

size along with their created Real-Time Suitability Score (RTSS).

A. Classi􀅮ication performance

All generated models demonstrated excellent performance in predicting

maintenance requests according to F1 scores and accuracy metrics, al-

though ensemble methods such as XGB and RF exhibited minimally su-

perior metrics results. The F1-score result for Logistic Regression was

0.9893, whereas Linear SVMobtained 0.9998withminimal computational

requirements. Due to size and processing time costs, XGBoost, alongside

Random Forest, showed perfect classi􀅫ication success, but XGBoost had

the shortest single run time while Random Forest had the longest. KNN

produced an F1-score of 0.9999, yet its processing time became impracti-

cally long as the algorithm operates using an instance-based computation

method.

Table 1 summarizes the performancemetrics for eachmodel, and Fig-

ures 1 to 5 display the confusion matrices.

TABLE I

PERFORMANCE SUMMARY OF EVALUATED MODELS

Model Acc. Prec. Rec. F1 Time (ms) Size (MB)

LR 0.9855 0.9790 0.9998 0.9893 1.96 0.0011

SVM 0.9998 1.0000 0.9997 0.9998 2.30 0.0010

RF 0.9999 1.0000 0.9999 1.0000 381.46 1.2253

XGB 0.9999 0.9999 1.0000 1.0000 12.18 0.1087

KNN 0.9998 1.0000 0.9998 0.9999 759550.46 88.6140

Fig. 1. Confusion matrix — Logistic regression

B. Ef􀅮iciency and real-time suitability

To assess practical deployment feasibility, the Real-Time Suitability Score

(RTSS) was calculated for each model using:

F1-score

RTSS = Inference Time × Model Size

Table 2 shows that Logistic Regression achieved the highest RTSS

(480.06), followed closely by Linear SVM (431.75). Both are ideal for

deployment in real-time, resource-constrained environments such as IoT

gateways. KNN and Random Forest, despite their high F1-scores, scored

poorly on RTSS due to either excessive inference time or model size.

TABLE II

REAL-TIME SUITABILITY SCORES (RTSS)

Model RTSS

Logistic Regression 480.06

Linear SVM 431.75

XGBoost 0.76

Random Forest 0.00

KNN 0.00
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Fig. 2. Confusion matrix — Linear SVM

Fig. 3. Confusion matrix — Random Forest

V. DISCUSSION

The obtained results demonstrate a fundamental compromise that exists

within intrusion detection systems. The detection excellence of ensemble

methods XGBoost and Random Forest comes at the cost of high resource

requirements that prevent their use at the device edge. Logistic Regres-

sion and Linear SVMdeliver similar intrusion detection results while using

fewer system resources than EMLP,which enables their use in real-time in-

trusion detection on constraint systems.

VI. CONCLUSION

This study analyses 􀅫ive kinds ofmachine learningmodels based on labeled

training. Such algorithms were implemented using Python, Scikit-learn,

andother libraries on a computer that hadbeen installed to run theUbuntu

20.04 LTS operating system, The CICIoT2023 dataset.

Real deployment problems were taken into account alongside tradi-

tional performance measures like accuracy and F1 score. For example,

model size, how fast themodel runs (inference time), andwhether it is suit-

able for real- time deployment were all part of the study It was summed up

the Real-Time Suitability Score (RTSS).

Fig. 4. Confusion matrix — XGBoost
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Fig. 5. Confusion matrix — KNN

Intrusions could be detected almost perfectly with models such as

Random Forest and XGBoost. However, computing capacity requirements

were very high—making them unsuitable for small devices, i.e., devices at

the edge of the network.

Logistic Regression and Linear SVM by contrast offered a good bal-

ance: they performed very well and simultaneously stayed light and fast.

It’s exactlywhat you need in a real-time intrusion detection system for em-

bedded or other IoT devices.

Future functions can detect the integration of light deep learning ar-

chitecture, such as CNN-LSTM hybrids, model pruning, and quantization

with optimization techniques to further reduce distribution. In addition,

the extension of the Action Team using size or lime will improve trans-

parency and con􀅫idence in making automated decisions, especially for

assignment-enhancing applications. The evaluation of the performance of

themore diverse and real IoT data set will also increase the generality and

strength of the proposed models.
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