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Abstract— In the deep sea, many puzzles have not been solved. We must overcome many difϐiculties if we want to explore the deep sea. Un-
predictable dangers may occur when humans carry out deep-sea exploration. At this time, we can take advantage of Virtual Reality (VR) and
the Internet of Things (IoT) characteristics. This paper studies the combination of the IoT and VR that can connect items to the internet, control
items and send back data to observe the condition of the equipment and water pressure and break through the space constraints to let people
explore the deep sea even in the virtual world. This design will greatly reduce the probability of danger. And the user can achieve the purpose
of deep-sea exploration. The ocean is an area that humans have not yet fully developed, and it is also full of mystery and danger. But using VR,
you can avoid temperature differences, water pressure and dangerous creatures in the sea. Through VR, you can add new things so that things
that can't usually happen in real life can be presented in a virtual way.
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I. INTRODUCTION

With the rapid development of information technology, it has sub-
verted the operating modes of many traditional industries. People have
changed many ways of working through the Internet. In recent years, VR
has risen rapidly, showing its characteristics and applications in different
ϐields such as education, military, and medical [1, 2]. However, VR is still
mostly used for entertainment. Although VR is not widely used in environ-
mental education [3], has great potential in environmental education ap-
plications. It is possible to break through environmental constraints and
allow learners to simulate the experience and exercise process to help im-
prove understanding and integration.

VR and the IoT are two technologies that are very important in re-
cent years. In VR and the IoT, we understand the possibility of the future
by combining the two technologies [4, 5, 6]. Those can make the impos-
sible possible. At present, few researchers apply VR to this ϐield. So, this
respect will study.

The ocean accounts for 70% of the Earth, but the human under-
standing of the ocean is only 5%, and 95% of the ocean still a mystery to
us. At present, humans can explore about 10000 meters deep in the sea
through equipment such as AUV and ROV [7, 8].

Although can explore 10000meters, people have themeans to put
themselves in the deep sea 10000 meters of place to feel the deep sea. Ac-
cording to the technology, it's okay; (With the technology of the present
it can deϐinitely) Titanic and Avatar's director, James Cameron, did it on a
deep-sea challenger in 2012 [9]. It can be done, but the risks are too high.
After all, I don't know what kind of danger is in the deep sea. A deep-sea
diving robot has combined AUV and ROV in 2015. It burst about 10000

meters deep in the ocean because it couldn't withstand the water pressure
at the time. If this were to happen on someone's submarine, it wouldn't
be good. Others have been attacked by unknown creatures and things like
that.

So, most of the way is looking at the bottom of the ocean through
the screen on the boat. But it would be sad if you could only look at the
deep ocean through the screen all the time. So, if we can do this with VR,
can we look at the deep sea as if we were in the deep sea? That's why this
paper comes up with this idea.

This study combines the characteristics of VR through the deep-
sea environment. The deep-sea image signal is transmitted to the remote
VR environment through video equipment. VR is to simulate a real three-
dimensional scene through real-time computing with a computer com-
binedwith 3D graphics and video projection. Users canwear various input
and output equipment to interact with objects in the virtual environment.
In addition, VR has high interactivity and high immersion. So, users have
an immersive feeling when using it. VR has the characteristics of immer-
sive design. The deep-sea exploration of VRhas the characteristics of being
unaffected by time and space and the seabed environment and capable of
self-adjusting video presentation. This paper combines VR with the deep-
sea environment, and users can be free from time and the external envi-
ronment when using it. It improves users' vulnerability to time and space
due to adverse environmental factors. Users can repeat the operation to
enjoy the deep-sea exploration fully.
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II. IoT IN THE DEEP SEA

In the environment of rapid development of global communica-
tions technology and the popularity of the network infrastructure, such as
Wi-Fi, 3G, 4G and 5G etc., human beings have been able to detect, iden-
tify and control various devices and objects through the real-time capture
of information devices and ubiquitous communication capabilities linking
physical objects and big data [10, 11]. The concept of the IoT was ϐirst re-
ported in the article of Scientiϐic American. In everyday life, every object
or device has a digital identity to be connected to the Internet [12].

In the era of networking, the interaction between people and peo-
ple can be connected through the Internet. People can also obtain and
search any information and resource on the Internet. Even the commu-
nication between objects and objects can be interoperable. This Machine
to Machine (M2M) of object network is to connect all objects or machines
to each other to exchange information and let them make the right de-
cisions or operations. In other words, the IoT era represents the evolu-
tion of computing and communication in information technology. That
will require technological innovations in a variety of ϐields to drive the
development, such as small wireless networks, nanotechnology, wireless
networks of urban, etc. [13]. IoT can connect any object to the Internet
through information-sensing devices, such as Radio Frequency Identiϐi-
cation (RFID), infrared sensors, global positioning systems, etc., in accor-
dancewith agreed protocols (such as the EPC global standard) for informa-
tion exchange and communication. That can achieve the objects network
for intelligently identifying, locating, tracking, monitoring, and managing
objects.

The perception of the IoT is part of the infrastructure. It is mainly
responsible for the collection and retrieval of front-end data. Whether ob-
jects are camera, microphone, voltage, current, temperature and other en-
vironmental sensors, or combinedwith energy harvesting andpowerman-
agement of piezoelectric switches, thermoelectric generators, thermopile
andother environmental sensors. Only byusing these sensing components
to construct IoT can the real-time operations of the collection, retrieval,
calculation, analysis and data intelligence of big data take place. After re-
ceiving a large amount of data from the host in the cloud, it will analyze and
immediately react to the relevant device. The applications have included
logistics, transportation, security, energy, healthcare, construction, manu-
facturing, home, retail and agriculture [14, 15].

Researchers at Buffalo University have experimented with under-
water Wi-Fi [16]. But the way doesn’t use radio waves because when ra-
dio waves enter the water, the signal attenuation is very fast. So, the way
has been used by putting two sensors in the water. The two sensors have
passed the data back to the ship's devices that can connect to the wireless
network with sound waves.

Using this experiment, think about putting a sensor every fewme-
ters in the sea. That allows sound waves to relay data to a ship that can
connect to a wireless network.

III. EFFECT OF PRESSURE ON THEMACHINE

The submarine's way of resisting pressure is to resist pressure by
a hard-outer casing, such as titanium alloys [17]. So, if the shell of the sen-
sor is also made of titanium alloy, there may be a way to place the sensor
in the deep sea without being damaged by water pressure.

IV. IMMERSION OF VR

VR is a computer simulation technology that creates a virtual
three-dimensional interaction. By viewing and manipulating the content
in the virtual environment, the user can become a participant in the vir-

tual space, enabling him to enter a fully realistic virtual world as if he were
immersive [18]. And, VR is an image generated by computer simulation,
allowing users to imagine that they are in this virtual space. In this way,
there is a way to further interact with the simulation environment. In
addition to VR, there are two other related ϐields, i.e., augmented reality
and mixed reality. The explanations about augmented reality and mixed
reality are as follows:

A. Augmented Reality (AR)

Compared VR with augmented reality. VR is to virtualize into
reality. Augmented reality is to realize reality as virtual. It is not to replace
the real space, but to add a virtual object in the real space [19]. Through the
combination of camera identiϐication technology and computer programs,
the set picture appears in the lens, and the corresponding virtual object ap-
pears. For example, PokemonGO is a gamemade using AR technology [20].

B. Mixed Reality (MR)

Neither reality nor virtual. Combine the real world with the vir-
tual world to create a space between virtual and reality. This space creates
a new environment and conforms to the visual perception of virtual im-
ages. Among them, objects in the real world can coexist with objects in
the virtual world and interact instantly. Microsoft's Project-Xray uses this
technology [21].

Since VR is not like AR, you must use a map or camera to turn it
on. It can’t be both real and virtual at the same time as MR. VR is freer
and reusable in space than the AR and MR. VR can go anywhere as long
as there are modules, such as haunted houses, volcanoes, even the sea
or outer space. So, if you want to apply the VR, then teaching is a more
appropriate choice.

In the real world, the human sensory system interacts directly
with the real thing. In the virtual environment, it also utilizes the human
sensory system to interact with virtual things [22, 23, 24].

• Immersion of visual: Use a Head-Mounted Display to put the pic-
ture in front of the eyes. Simulate what the eye sees and isolate the
inϐluence of the outside real world on the vision to achieve visual
immersion.

• Immersion of auditory: The sound is heard through the headset
simulation to hear the sound between the void and isolate the in-
ϐluence of the external sound.

• Immersion of touch: Wear haptic feedback gloves and clothing to
simulate the feeling of touching an object through Electrical Mus-
cle stimulation.

V. SYSTEM DESIGN

The ocean itself is full of mystery and danger. With the passage
of time and the over-exploitation of human beings, the marine ecological
environment has been destroyed. In addition to letting people experience
the marine environment, exploring the ecology, exploring the depths that
ordinary people cannot reach, and promoting the importance of the earth's
resources are possible.

Use VR to solve problems that users cannot reach deep seabed
sites and solve deep sea activities, water pressure and danger. So, we use
the technology of "3D modelling" to create "3D object" scenes, creatures,
and equipment. Write interactive programs in a virtual environment to
make virtual environment interactions, biological movements, biological
sounds, and equipment functions to be vividly designed. Conceptual de-
sign is as shown below.
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Fig. 1. Conceptual design

Users can interact with deep-sea creatures in the VR world.
Through VR simulation, in addition to letting people experience the mys-
terious ecology of the ocean and the fun of marine life. And, people under-
stand the danger of "sea".

This study uses VR and deep-sea environment to achieve VR im-
plementation. It can be combinedwithVR throughmarine ecological video
signals. First, we must discuss with the marine biology experts and evalu-
ate the feasibility of the method and the way the signal is presented. After
the conϐirmation is completed, the equipment used in the research, such
as the equipment used for exploration andmarine environmental informa-
tion, etc., will be prepared. Data and equipment are ready for development.
The development device is a software tool UNITY that supports HTC VIVE.
After creating scenes and objects in UNITY, we will start to write scripts.
And, the data will continue to collect information during the production
process. We will modify and adjust the content of VR’s environment by
the marine signal data and user experience data and error reports. It in-
teractswith users by incorporating underwater video into the scene. Users
deepen thememory and cognition of ocean knowledge through interaction
with objects in the virtual world.

VI. RESEARCH LIMITATIONS AND FUTURE RESEARCH DIRECTION

The current and future implementation of this study has the fol-
lowing limitations:

A. Network Environment

In the current network environment and equipment, such as
satellite signals, Wi-Fi, 3G, 4G, 5G etc., there are certain restrictions on
the transmission under the sea level, and it is impossible to actually reach
the deep sea for wireless signal transmission. Therefore, this study is cur-
rently being practised in general lakes. In the future, we hope that wireless
transmission will progress to the deep sea and can be effectively transmit-
ted to achieve the best implementation.

B. Data Transmission

The design of this study is to transmit video signals to the VR
environment for real-time. However, the IoT devices currently used are
lightweight devices that can be moved and operated in the seabed. There-
fore, a small video chip is used on the video device. Because the data
transmission efϐiciency is relatively poor, there will be a delay. In signal
processing, the best results are not currently achieved.

C. Deep-sea Exploration Equipment of IoT

The current implementation phase of this study is related to IoT
equipment which can be used in lakes. But in the future, when it comes
to deep-sea implementation, it is necessary to replace it with large equip-
ment. Exploring equipment caneffectively resist the environmental impact
of Shenzhen and overseas, such as seabed pressure and ϐish attacks.

VII. CONCLUSION AND IMPLICATIONS

In today's technology, many problems can be solved, such as the
problem of overcomingwater pressure and the transfer of data back to the
ship in the sea. But, themost important topic of this issue is the study of VR
and IoT for Exploring the Deep Sea. At the end of the day, it's just an idea.
After all, because of our technical and ϐinancial problems, we have not got
means to do practical experiments and operations.

The water world is a place where human beings face difϐiculty
in moving or surviving! This paper is to let people explore the unknown
ecosystem of the ocean in an experienced way. The ocean is an area that
humans have not yet fully developed, and it is also full of mystery and dan-
ger. But using VR, you can avoid temperature differences, water pressure
and dangerous creatures in the sea. Through VR, you can add new things,
so that things that can't usually happen in real life can be presented in a
virtual way.
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